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About me

● Caleb Schoepp

● Software Engineer @ Fermyon
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● Proud Canadian 🏒🍁
● Online @ calebschoepp.com



What we’ll cover today

● A quick introduction to observability and OpenTelemetry

● Three places we can collect telemetry in WebAssembly

● WebAssembly runtime auto instrumentation and its future

● How to emit traces from your WebAssembly components

● Design and progress of the wasi-otel proposal



What is observability ?

● Understand a system from the outside… 🧠
● By asking arbitrary questions… ❓
● Without understanding the inside! 📦
● It’s all about the unknown unknowns of our complex systems

● Observability 🟰 o11y



Why does o11y matter to Wasm?



What is OpenTelemetry ?

● Open source observability framework

● OpenTelemetry 🟰 OTel



What is OpenTelemetry ?

● Standardization and no vendor lock in

● A CNCF project since 2019

Credit: cncf.io



OTel  helps instrument your code to 
produce telemetry



Logs



Metrics



Traces

Credit: opentelemetry.io



Distributed Tracing

Credit: logz.io



🏆  Tracing  will be our focus  🏆



OTel  helps collect, process, and 
forward your telemetry



Via the OTel Collector



🤝  OTel  meet Wasm  🤝



Three places we can collect telemetry



Wasm runtimes can give us auto 
instrumentation



What is Spin?

● Open source tool for serverless WebAssembly

● A CNCF Sandbox project

● spin new ➡ spin build ➡ spin up 



🚨  Demo  🚨



Inter-guest telemetry  is runtime  dependent



Dynamically composed components



Statically composed components



Statically composed components



Wasm runtime auto instrumentation

● No effort required from developer ✅
● Cross-language ✅
● A bright future with inter-guest telemetry ✅
● Not customizable by the developer ❌



Let’s emit traces  from the component



First we must understand tracing 
instrumentation



The OTel  specification



We have two options for intra- guest  telemetry



Option #1
Standard HTTP exporter

backed by wasi-http



Standard HTTP exporter  backed by wasi-http



Standard HTTP exporter  backed by wasi-http

Credit: WasmCloud community members Joonas Bergius and Lucas Fontes



Standard HTTP exporter  backed by wasi-http

● Using an HTTP exporter is familiar ✅
● Still have to do some work to back it with wasi-http ❌



Standard HTTP exporter  backed by wasi-http

● Can’t get the parent trace context in non-http components ❌



Standard HTTP exporter  backed by wasi-http

● Can’t associate host operations with trace ❌



Option #2
A special WASI processor

backed by  wasi-otel



Special WASI Processor backed by wasi-otel



wasi-otel



wasi-otel



opentelemetry-wasi



🚨  Demo  🚨



wasi-otel vs wasi-observe



Next steps for wasi-otel

● Drive wasi-otel through the WASI Subgroup phase process 🚗
● Involve the OpenTelemetry community in the design 🗣
● Implement wasi-otel support in more Wasm runtimes than Spin ⚙
● Implement opentelemetry-wasi SDKs in more languages than Rust 💻
● Design metrics and logs support for wasi-otel 📈
● Play around with it as end user ▶



Get involved!

Thank you to everyone who contributed to this work! 
Especially Shekar Bommas, Victor Adossi, and Lann Martin.

Chat on Zulip

Play with the code

Or come talk to me


